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Vision enables many animals to perform spatial reasoning from remote locations.

By viewing distant landmarks, animals recall spatial memories and plan future
trajectories. Although these spatial functions depend on hippocampal place cells??,
therelationship between place cells and active visual behaviour is unknown. Here we
studied a highly visual animal, the chickadee, in abehaviour that required alternating
between remote visual search and spatial navigation. We leveraged the head-directed
nature of avian vision to track gaze in freely moving animals. We discovered a profound
link between place coding and gaze. Place cells activated not only when the chickadee
wasinaspecificlocation, but also when it simply gazed at that location from a distance.
Gaze coding was precisely timed by fast ballistic head movements called ‘head
saccades™’. On eachsaccadic cycle, the hippocampus switched between encoding a
prediction of what the bird was about to see and areaction to what it actually saw. The
temporal structure of these responses was coordinated by subclasses of interneurons
that fired at different phases of the saccade. We suggest that place and gaze coding are
components of a unified process by which the hippocampus represents the location
thatis relevant to the animal in each moment. This process allows the hippocampus to

implement both local and remote spatial functions.

Consideraclassic example of spatial memory: ananimal remembering
anut hidden at the base of a tree. Theories of hippocampal function
posit that such amemory depends on place cells—in this case, the set
of neurons active at the base of the tree*. Therein lies a problem: to
efficiently find the tree and retrieve the nut, the animal must first recall
the memory fromaremote location where acompletely different set of
place cells might be active. How are place cells compatible with sucha
remote function of the hippocampus? In visual animals, remote recall
is often driven by gaze'. By simply looking at a place from a distance,
animals can recall associated information without physically revisit-
ingthatlocation. Yet, itis unknown how the brain coordinates remote
vision with the activity of place cells.

This problem s unsolved largely because eye tracking in freely behav-
inganimalsis extremely challenging. In addition to this technicalissue,
many laboratory models, including rodents, lack foveal vision* and
rarely orient their eyes precisely at visual targets. It is oftenimpossible
to know exactly what these animals are looking at, even when eye track-
ingis feasible® . In primates with foveal vision, some hippocampal activ-
ityis correlated with gaze location'® **and other visual information’s '8,
However, these animals are usually recorded stationary or in conditions
whereitis hard to disambiguate gaze coding from place coding.

Toaddress these challenges, we leveraged a unique feature of avian
biology. Birds, like primates, have foveal vision and actively control
their gaze to fixate visual targets*>?°. However, instead of eye move-
ments, many bird species rely primarily on head movements to shift
gaze from one target to another. These head movements are muchmore
feasible to track in small, freely moving animals. We chose to use the

black-capped chickadee,amember of afood-caching bird family that
has abundant place cells in the hippocampus®**. Chickadees provide
aunique opportunity to study spatial coding and gaze simultaneously
during unconstrained behaviour.

Head-directed gaze strategiesin chickadees

Allbirds use their headsto direct gaze, but the nature of head movements
and the extent of additional eye movements are highly variable across
species*??. Therefore, we started by characterizing these behaviours
in chickadees. For head tracking, we adapted a multi-camera system?®
thattriangulated infrared-reflective markers onthe bird’s head (Fig. 1a).
As in other species*’, these measurements revealed a saccadic-like
behaviour (Fig.1b). Chickadees produced fast ballistic changes in head
angle (‘head saccades’) interleaved with periods of stable head angle
(‘gaze fixations’). Head saccades were 76 + 21 ms in duration, occurred
atinstantaneous rates of 3.8 + 1.4 Hz and were in several additional
ways remarkably similar to eye saccades in primates' (mean +s.d.; n=
3.3 x10°saccades in eight birds; Fig. 1c and Extended Data Fig. 1a—c).
We then performed a calibration experiment in which we tracked
eye movements in addition to head movements. For this purpose, we
engineered a dual-camera video-oculography system that estimates
the pupillary axis using corneal reflections from two infrared light
sources (Fig. 1aand Extended Data Fig. 2). These measurements were
possible only when we encouraged the chickadees to perch directly
in front of the cameras. We found very little movement of the eyes
relative to the head: 5.4 + 0.4° median absolute deviation, nearly an
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Fig.1|Head-directed gaze strategiesin chickadees. a, Head position was
tracked using four infrared cameras (not shown) and reflective markers onthe
head.Inacalibration experiment, eye position was measured using two extra
cameras thattracked the pupiland corneal reflections from two light sources.
b, Head angle showed prolonged fixations interrupted by fast ballistic
movements (‘head saccades’). For simplicity, only the horizontal angle is
plotted. The eye could notbe accurately tracked during head saccades;
therefore, these pointsare omitted. When head position was subtracted

from eye position, the residual eye positionrelative to the head showed very
little movement. ¢, Distribution of intervals between head saccades froma
single session. d, Distribution of eye positions from anexample calibration
experiment. Eye movementsrelative to the head were much smaller than the
headsaccades. e, Schematic of the discrete visual search task, whichincludes

order of magnitude smaller thanthe movement of the head itself (n =8
birds; Fig. 1b,d and Extended Data Fig. 2f). We conclude that chickadees
almost exclusively rely on head saccades to direct their gaze during free
motion. Therefore, head trackingis sufficient to determine where abird
islooking, provided that gaze targetsin abehavioural task are separated
by more than approximately 10°. Unlike eye tracking, which requires
the head to be nearly stationary relative to the camera, head tracking
is feasible in chickadees freely navigating across abehavioural arena.

Tostudy place and gaze coding, we trained chickadees onadiscrete
visual search task (Fig. 1e and Supplementary Video 1). The bird visited
five visually identical sites: one at the centre and four near the corners of
a6l-cmarena. Eachsite consisted of a perch, alight cue and amotorized
feeder.In each trial, one of the four corner sites was randomly chosen
as the rewarded location. The chickadee started the trial by perching
atthecentralsite. Therewarded site was indicated by alight. Once the
lightturned on, the bird approached theindicated site toretrieve a piece
of sunflower seed and then returned to the centre toinitiate anew trial.
Chickadeestypically approached sites with fast, direct movements that
we call‘dashes’. Although the arena was two-dimensional, these dashes
typically covered only the X-shaped region that connected the centre
with the corner sites. We used a hidden Markov model (HMM) to seg-
ment dashes, gaze fixations, saccades and feeding periods in the head
tracking data (Fig. 1f). Chickadees performed 163-304 trials (25th-75th
percentile; n = 58 sessions across both tasks described below), witheach
siterewarded in roughly one-quarter of the trials in any given session.
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avisual search period and a separate navigational period. Gaze at the correct
targetactivatesalight cue. The chickadee then navigates to that target to obtain
areward.f, Differentbehavioursinvolve distinct movements of the head and
couldbe segmented from the head tracking datausinga HMM. g, Time course
ofthebird’s use of two different gaze strategies (lateral and frontal gaze).
Saccade Ois defined as the oneimmediately preceding adash (‘pre-dash
saccade’inf).Error barsrepresent the mean + standard error of the binomial
proportion for one example session (n =250 dashes). h, Distribution of head
orientations relative to the target, averaged across all instances of saccade O
and saccade -1for the same bird asin g. Symbols mark the orientation of

the two pupil centres and the tip of the beak. Saccade 0 was usually frontal
(using both eyes). Before that, the saccades tended to be lateral (using one eye
atatime).Scalebar,1cm (e (rightmost)).

We first ran a simple version of the task to characterize the chick-
adees’ visual search behaviour. In this version, the light cue of the
rewardedsite turned on afterarandomdelay (up to 5 s) fromthe start
of thetrial. We found that chickadees used two distinct gaze strategies
inourtask (Fig. 1g,h and Extended DataFig. 1d). During the delay period,
they shifted their gaze between different sites by using one eye atatime
(‘lateralgaze’). Inother words, chickadees oriented their heads to align
either theleft or the right pupil with one of the sites. Because the light
cuewasintentionally dim, chickadees probably used this behaviour to
search for the correct site using the foveal region of the retina®. After
locating the light, birdsinstead oriented their beaks towards the target
(‘frontal gaze’), viewing the rewarded site with the non-foveal region
ofboth eyes. They usually followed this frontal gaze with adash. Other
bird species use similar strategies, relying on lateral gaze toinvestigate
objects and frontal gaze during directed movements %,

Consideringtheseresults, we modified the task to createaclosed-loop
version. Instead of enforcing adelay period, we activated thelight cuein
response to the bird gazing at the correctsite. Because chickadees had
no a priori knowledge of which site was rewarded, they often gazed at
severalincorrectsites before choosing the correct one. The closed-loop
structure allowed us to precisely control the timing of the visual stimulus
relative to the saccade. This also ensured that the cue was not detect-
able by peripheral vision during off-target saccades; this feature will
becomeimportant later. In this closed-loop task, we recorded activity
inthe anterior hippocampus (Extended Data Fig. 3) using silicon probes.
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Place cells are activated by remote gaze

We measured place tuning and gaze tuningin the firing of hippocampal
neurons. To match published studies®®*¥, we analysed place tuning
only during periods when the chickadee was locomoting—that s, dur-
ing dashes between sites (Fig. 2a). By contrast, we analysed gaze tuning
during stationary visual search periods when the bird was saccading
and fixating from the central perch (Fig. 2b). We started by examining
the activity as afunction of gaze from the eye contralateral to our hip-
pocampalrecording (‘contralateral gaze’). To quantify place and gaze
tuning, we measured firing rates during dashes and gazes, respectively,
ateach of the four target sites. We then computed mutual information
between firing rate and siteidentity. Asin other behavioural tasks, many
hippocampal neurons in chickadees were place-tuned: of the 1,929
putative excitatory cells in seven birds, 62% were classified as place
cells (P < 0.01; mutual information compared with shuffled data). We
found thatasimilarly large fraction of cells were gaze-tuned: 57% of the
same 1,929 neurons (P < 0.01). Many of these cells had strong gaze fields
that were tightly localized in the environment, qualitatively similar to
conventional place fields (Fig. 2¢,d).

There are other known situations in which the hippocampus encodes
more than one experimental variable>#2°%2 |n these cases, different
types of selectivity are usually mixed randomly in the recorded popu-
lation. However, this was not the case for place and gaze tuning. The
amounts of information encoded about place and gaze were strongly

Fig.2|Placecellsareactivated by remote gaze. a, Placerepresentations were
measured during times when the bird was dashing towards an outer target site.
Black trace: trajectory of the bird during such time periodsinasingle example
session. This trajectory was mostly confined to the X-shaped portion of
thearenathat connected the target sites (1-4) tothe centre site. b, Gaze
representation was measured during times when the bird was saccading from
thecentre of the arena. Black dots: projected gaze in the same example session,
plotted separately for the eyes contralateral and ipsilateral to the hippocampal
recording.c, Mean firing rate as a function of the bird’s location for two example
placecells. Only locations on the X-shaped part of the arena are shown, because
the chickadee almost never visited other locations. The colour scale ranges
from O (blue) to the indicated maximum (yellow).d, Mean firing rateasa
function of gaze location for the same two cells. e, Peak firing rate during
dashestoeachof the four target sites. Excitatory place cells with strong place
selectivity for one of the sites (greater than 0.5 selectivity index) are shown.
Cells are sorted first by the location of their strongest response, and then by
the magnitude of their second strongest response. Each row is normalized
separately from O (blue) to the maximum (yellow). f, Coefficients of amodel
that fits gaze responses as acombination of tuning to contralateral and
ipsilateral gaze. Cells and sorting are the same as those described in e. Rows are
normalized to the maximum across both matricesinf. Note that cells are not
excluded from this plot on the basis of their gaze responses; the relationship
between place and gaze tuning is shown across the entire population of place
cells. g, Strength of place and gaze tuning across all excitatory cells. Cells are
coloured on the basis of a statistical threshold for place and/or gaze tuning;
these colours are not meant to represent separable classes of neurons.
‘Normalized information’is mutualinformation between spikes and the
behavioural variable (place or contralateral gaze, discretized into four target
sites), divided by the mean for shuffled data. The two types of tuning are
strongly correlated. h, Correlation of tuning curves for place and contralateral
gaze (r=0.68; n=>558cells). Tuning curves were measured across the four
targetsites forall place cells, asshownin e and f. The shuffled distribution

was obtained by scrambling cell identities. i, Comparison of contralateral
(contra.) andipsilateral (ipsi.) gaze responses using model coefficients in ffor
eachcell’s preferred dash target. Included cells are those in h with greater than
0.5selectivity for both place and gaze with atleast one of the eyes (n = 289 cells).
The normalized difference was calculated as (c - i)/(c + i), wherecand iare the
contralateral and ipsilateral coefficients, respectively. Gaze responses are
almost entirely explained by contralateral tuning.

correlated across cells (Fig. 2e-g). In fact, 75% of all place cells were
also significantly tuned to gaze, compared with 57% expected from
random mixing.

Not only did the same neurons encode place and gaze, but these
two representations also had a striking overlap in space (Fig. 2c,d).
To quantify this overlap, we selected place cells that had astrong pref-
erence for dashes towards a single site. Tuning curves for place and
gaze were strongly correlated in these cells (Fig. 2e,f,h). In those cells
thatalsohad astrong preference forasingle gaze target, the preferred
place was the same as the preferred gaze in 95% of cases, compared with
approximately 25% expected by chance. These analyses show that place
andgaze tuningare not represented independently in the hippocampus.
Rather, remote gaze activates place representations. In other words, a
place cellisactive not only whenabirdis physicallyina certainlocation
but also when the bird simply looks at that location from a distance.

Inmany behaviours, the hippocampus can represent the future loca-
tion of the animal*®*. In our task, birds often looked at sites before
visiting them. Therefore, a conceivable explanation of our results is
that the hippocampusactually represents future location, which hap-
pensto correlate with gaze. To determine whether gaze responses were
specifically related to visual behaviour, we relied on aunique feature of
avian anatomy. Asin mammals, the avian hippocampus receivesinput
from multiple visual pathways**, However, in most birds, the optic
tract fully crosses the contralateral hemisphere at the optic chiasm™.
There is also very limited cross-hemispheric communicationin the
visual system due to the lack of a corpus callosum. As a result, visual
functions are highly lateralized**¥. If gaze signals are actually driven
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by future location, we should observe them bilaterally. However,
if they are specific to gaze, we might expect them to be lateralized
inthe hippocampus.

We observed place and gaze tuning in both hemispheres. However,
gaze tuning was evident only when we analysed the eye contralateral
totherecorded hippocampus (Fig. 2d). Neurons responded only when
the contralateral eye, but not the ipsilateral eye, looked at the preferred
target. Toillustrate this result across the population, we implemented
amodelthatfit neural activity asacombination of tuning toipsilateral
and contralateral gaze. Suchamodel was necessary because the chicka-
deessometimes gazed simultaneously at two sites with different eyes.
In this model, activity was almost entirely explained by contralateral
gaze (Fig. 2f,i). This result was true regardless of whether birds were
allowed to use either eye or only the contralateral eye to trigger the
reward (Extended Data Fig. 4). We conclude that gaze tuning is specific
towhere the bird is looking.

Are responses during dashes truly tuned to the bird’s location?
Because place and gaze tuning overlap, an alternative is that apparent
place coding during dashes canbe explained by visual responses to the
targetsites. We considered this to be unlikely. First, all four targets were
visually identical. Therefore, spatially selective gaze responses had to
depend onthe spatial arrangement of distant landmarks, not only the
localfeatures of the target sites. Second, targets looked very different to
birds during gazes and dashes yet produced similar responses. During
gazes, targets were viewed by the foveal part of the retina and appeared
smallbecause of their large distance from the bird. During dashes, they
were viewed by the non-foveal part of the retinaand appeared several
times larger. To further rule out visual responses, we analysed periods
oftimewhen the chickadee arrived at the target site but was no longer
looking at it. Cells retained their place selectivity during these times,
regardless of which way the bird was facing and whether the light cue
turned on or off (Extended Data Fig. 5a-f). We also found that very
few cells responded to the light cue without regard for its location
(Extended Data Fig. 5g,h). Finally, we identified many cells with place
fields along the paths to the targets rather than directly at the targets
(Extended DataFig. 6). We conclude that chickadee hippocampal activ-
ityistruly spatial and cannot be explained by visual responses to target
sites or the reward indicator light.

Another considerationisthatinthe ‘X-shaped’ task presented so far,
chickadees always performed the visual search from the same central
location of the arena. Could hippocampal activity encode the direction
of gaze, rather than the location of the gaze target? We could not test
this possibility in the X-shaped task because chickadees rarely gazed
at any site when they were not perched at the centre. Therefore, we
trained three birds on a separate ‘all-to-all’ task, in which they dashed
directly between five outer target sites without returning to a central
perch (Extended DataFig. 7). We found that gaze responses depended
onboththesite where the chickadee waslocated (the ‘source’) and the
siteat whichit waslooking (the ‘target’). Responses for the same target
fromdifferent sources were more similar than responses for different
targets from the same source. We conclude that gaze responses pre-
dominantly encoded the location of the visual target, although they
werealso partially affected by the location of the bird. These responses
cannot be explained by the direction of gaze alone.

Gazeresponses encode aninternal prediction

Anoverarching questionin our study is whether the hippocampus can
recallinternalinformation about the visual world. For this purpose, it is
notsufficient to simply react to visual stimuli; rather, neural responses
should contain additional, internally driven information about the
gazetargets. Totest thisidea, we first asked whether the timing of gaze
activity was consistent with a purely sensory response. We aligned
neural activity to the time of peak angular head velocity during each
saccade separately for each target site. We compared these responses
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tothe timing of activity during dashes. Unexpectedly, we found that the
saccade-aligned activity, but not the dash-aligned activity, was biphasic
(Fig. 3a-d). Neurons produced the first peakin firing (‘early response’)
during the saccade itself at 17 + 14 ms and then the second peak (‘late
response’) at 187 + 4 ms (n =278 place-selective and gaze-selective
cells; mean + bootstrapped standard error; Fig. 1c). Note that the
‘early’ response relative to one saccade coincides in time with the
‘late’ response relative to the previous saccade. Most neurons partici-
patedinboth phases of the response, although the relative amplitudes
of the two peaks varied across cells. The late response was compat-
ible with latencies expected in the avian visual system>®, By contrast,
the early response occurred largely before the chickadee fixated on
the preferred target and started even before the head began to move.

Whataccounts for the early response? We first considered that it may
be avisual response to the previous fixation. Whenever a chickadee
successfully gazed at a target, its preceding fixation also tended to
beslightly closer to that target (median amplitude of 39° for the saccade
landing on the target versus 46° for the following saccade; Extended
DataFig. 1e). Therefore, aneuronselective for gazes towards one target
might also have elevated firing in response to preceding gazes. How-
ever, we found that this type of tuning did not fully explain the data.
Rather, firing during saccades was independently tuned to both the
previous and next fixations (Fig. 3e). We confirmed this result using
alinear mixed effects model that accounted for the distances of both
the previous and the next fixation to the preferred target (Extended
Data Fig. 8a). Even two saccades preceded by identical gaze fixations
produced different firing rates, depending on the fixations that fol-
lowed (Fig. 3f). We conclude that the early response is not purely visual;
rather, itappears to be predictive of the upcoming gaze.

These results indicate an intriguing hypothesis: at the end of each
gaze fixation, the hippocampus encodes both a prediction of what
the bird is about to see and a response to what the bird just saw. In
individual neurons, this pattern appears as a biphasic (early and late)
response aligned with saccades towards the preferred target. Thanks
to the closed-loop design of our task, we could try to separately influ-
ence these two responses. We analysed the response of each cell toits
preferred gaze target. We compared saccades when the target site was
rewarded (and thelight cue turned on) to saccades when the same site
was unrewarded (and the light cue remained off; Fig. 3g). In the early
response, firing rates were identical between these two conditions.
This was expected because the hippocampus had no a prioriinforma-
tion about the upcoming light cue. By contrast, firing rates diverged
in the late response, with higher rates in the light-on condition. We
conclude that late in the fixation period, the hippocampus responds
to visual stimuli. This late response can represent information beyond
thelocation of the gaze target.

Next, we asked how hippocampal responses changed if the chickadee
wasableto predict the upcominglight cue. Instead of rewarding aran-
domsiteineachtrial, weimplemented ablocked-trial taskin threebirds,
in which the same site was rewarded for six trialsin a row. Chickadees
found the rewarded site more quickly during the repeated trials, indi-
cating that they understood the structure of the task (Extended Data
Fig. 1f). We found that in the blocked-trial task, firing rates diverged
duringtheearly response (Fig. 3h and Extended Data Fig. 8b). In other
words, the early response was predictive of the light cue even before
the chickadee gazed at the correct site.

After diverginginthe early response, firing rates continued to sepa-
rateduring the late response. Here we aimed to disambiguate the bird’s
prediction fromthe actual reactionto thelight cue. We included asmall
number of ‘catch trials’ in which the reward was omitted—that is, the
chickadee expected thelight to turnon, but the light actually remained
off. The absence of the expected light cue suppressed neural activ-
ity; the late response was weaker in catch trials than in light-on trials.
However, this response was still stronger thanin those trials when the
chickadee did not expect the light cue.
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In summary, activity during each saccade represents a mixture of
information about the recently completed gaze fixation and a predic-
tion about the upcoming fixation. We are unsure of what exactly the
hippocampus predicted in our blocked-trial task: it could simply be the
visual stimulus, or something more complex, such as reward anticipa-
tion. Regardless, the important conclusion is that the hippocampus
represents both internally and externally driven information about
visual targets. This coding is temporally coordinated by saccadic head
movements, multiple times per second.

Inhibitory dynamics during saccades

The saccade-related dynamics that we observed are not unlike other
fast phasic processesinthe hippocampus, most notably the theta oscil-
lation. Inhibition has a major role in these processes. For example,
different classes of inhibitory interneurons fire at different phases of
theta®. Such precise timing is thought to be important for the tempo-
ral patterning of excitatory cells and for the mechanisms of synaptic

Fig.3|Gazeresponses encode aninternal prediction. a, Activity of two
excitatory cellsaligned to dashes towards each of the four target sites. Traces
represent the mean +s.e.m.across dashes. The average linear speed of the
head across theentire datasetis shown above.b, Activity of the same two
cellsaligned tosaccades towards the same four sites. Traces represent the
mean +s.e.m.acrosssaccades. The average angular speed of the head is shown
above. ¢, Activity of cells aligned to dashes towards their preferred target.
Included are excitatory cells with strong selectivity (greater than 0.5) of

both place and gaze responses for the same target. The activity of each cell is
normalized from O (blue) to its maximum (yellow). d, Activity of the same cells
aligned tosaccades towards their preferred target. Cells are sorted by the
differencein firing during the early and late phases of the response (centred
on17and 187 ms); the same sorting was applied to c.e, Amplitude of the early
response (at17 msrelative to the saccade) inthe samecellsasincandd, asa
bivariate function of the distancesto the target of the gazes that preceded and
followed thatsaccade. Left, three hypotheses for what the bivariate function
wouldlooklikeifthe early responseis purely areactionto the previous gaze,
purelyaprediction of the next gaze, or afunction of both. Right, the actual data
show thattheearly responseisafunctionof both. Dataare normalized firing
rates averaged across neurons, from O (blue) to 0.17 (yellow). f, Responses to all
saccadesthat were preceded by agaze fixation 30-40° from the target, grouped
by how far the next gaze landed from the target. These saccades correspond
tothefourth column of the matrixine. g, Responses to the preferred gaze
targetinthe randomtask, separately for saccades when that target was correct
(indicated by the light turning on) versus incorrect (indicated by the light
staying off). Included are excitatory neurons with significant place and
contralateral gaze tuning, peakfiringrate above1 Hzin the light-off condition
and atleast five saccadestothe preferred gaze target (n=271cells); the activity
ofeach cellis normalized to the peak rate during saccades in the light-off
condition. Box and whisker: 5th, 25th, 50th, 75thand 95th percentiles of the
latency to thelight turning on (median =40 ms). h, Responsesto the preferred
gazetargetintheblocked-trial task, separately for saccades when the chickadee
expected the target to turnon versus stay off (n = 402 cells; median latency to
light on, 40 ms). Responses are also shown for catch trials, in which the target
was expected to turnonbutactually stayed off. Inf-h, traces represent the
mean +s.e.m.,averaged withina cell and then across cells.

plasticity*®*. Birds do not appear to have continuous oscillations in
the hippocampal local field potential®®. We wondered whether their
inhibitory and excitatory cells were instead temporally coordinated
by head saccades.

As in previous studies , we classified chickadee hippocampal
neurons as putative excitatory or inhibitory cells using firing rates
and spike waveforms (Extended Data Fig. 9). Until this point, we have
reported only the activity of excitatory cells; however, we now consider
inhibitory cells. Our analysis revealed two types of gaze response in
inhibitory cells. Some neurons (such as cell 1in Fig. 4a) produced a
smaller trough in firing shortly after the saccade and a larger peak in
firing later during fixation. Other neurons (such as cell 2 in Fig. 4a)
instead produced asmaller peak early and alarger trough later. We sum-
marized these patterns by measuring theinstantaneous phase of each
cell’sresponse at afixed time after the saccade. Across the population,
these phases had aclearly bimodal distribution, withtwo groups of cells
roughly180° apart (Fig. 4b-d). These groups (‘peak’and ‘trough’ cells)
also had different mean firing rates and spike waveforms (Fig. 4d and
Extended DataFig. 9). We conclude that peak and trough cells probably
correspond to different classes of hippocampal interneurons.

Because saccades followed each other in quick succession, the fir-
ing rates of inhibitory cells contained several peaks (Fig. 4a-c). For
example, peak cells produced the largest firing peak at 180 ms after
thesaccade. However, because the medianinter-saccadicinterval was
approximately 270 ms (Fig. 1c), averaging across saccades produced
several smaller versions of the same peak spaced by the inter-saccadic
interval (suchas at—-90 and 450 ms). Owing to the multiple peaks, firing
rates appeared to oscillate. Because saccades were irregularly timed,
thiswas not atrue periodic oscillation. Rather, the firing of inhibitory
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cells should be considered a quasiperiodic oscillation entrained by
saccades. In this oscillation, peak and trough cells fire out of phase
with each other, and are both phase-shifted relative to excitatory cells.
Insummary, quasiperiodic saccade-related activity in chickadees has
amajor featurein common with theta oscillationsin rodents: subtypes
ofinterneuronsthat fire at different phases relative to each otherand to
the excitatory population.

Discussion
We have uncovered a critical role of vision in remotely driving place
representations. Gaze responses in the hippocampus have previously
been studied primarily in primates'® ™. Considered without regard
for place, chickadee hippocampal activity resembles responses in
monkeys that also correlate with gaze location. Some of the primate
hippocampalactivityisinvariant to the location of the animal, whichis
aproperty we demonstrated in chickadees using our all-to-all task. The
similarity between birds and primates is notable because foveal vision
in these species has evolved independently* and relies on different
contributions of head and eye movement. Therefore, localized gaze
responses seem to be fundamental to hippocampal function across
these highly visual but phylogenetically distant species. Yet prior to our
study, there was amajor missing link between these gaze responses and
the well-studied spatial representations in the hippocampus.

The main reason for this gap is that experimental primates are usu-
ally stationary, and technical challenges discourage their recording
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during movement. Only a few studies have managed to track gaze in
navigating monkeys, either in virtual reality or with head-mounted
devices'“> %, These studies have not found the same close correspond-
encebetween place and gaze responses that we observedin chickadees.
They also report only modest place and gaze selectivity compared to
the robust firing fields in chickadees. One issue is sampling; in these
studies, monkeys rarely viewed and visited the same locations—most
gazes were at distal landmarks rather than the floor. Another issue is
that much of the monkey gazing behaviour was passive rather than
deliberately directed at spatial goals. By contrast, our visual search
task forced chickadees to gaze directly at their navigational targets
and ensured that these targets were behaviourally relevant. The moti-
vational or attentional state could have a major effect on hippocampal
signals. Finally, our task design separated periods of visual search from
periods of navigation. Such an analysis proved to be critical because the
coding of gaze and place was different during these non-overlapping
periods of time. Future experimental designs and analyses may reveal
more similarities between birds and primates.

Overlapping visual and spatial responses exist not only in the hip-
pocampus, butalsoin the visual systemitself. Experimentsin owls have
demonstrated place coding in parts of the visual hyperpallium*. Similar
spatial activity was found in the primary visual cortex of mice*’. These
findings raise the question of where visual and spatial responses are
computed. The hippocampal formation in both birds and mammals
is strongly interconnected with the visual system*?>*, It remains to
be seen which features of neural activity arise in the hippocampus,
whichareinherited fromthe upstreamvisual regions, and whether the
organization of these signals is conserved across species.

Ourresults also relate to remote activation of place cellsin rodents.
Hippocampal activity can encode places that are different from the
rodent’s actual location, both during rest** and during active behav-
iour®*®, Some remote activity during behaviour may be influenced by
vision. For example, when navigating rats point their heads at distant
targets, remote activity correlates with head direction**¢, Activity
in the rodent hippocampal formation even encodes the angle of the
eye relative to the head*’. However, remote activity can also repre-
sent places behind the head or otherwise not visible to the animal,
and therefore cannot be explained purely by vision®. A reasonable
hypothesis is that vision at least partially affects hippocampal activ-
ity when rodents attend to distant visual targets. In most behaviours,
testing this hypothesis is challenging because rodents lack a fovea
and do not align their eyes precisely with visual targets®®°. However, in
some behaviours such as hunting, the precise visual target is known’.
Recordings during these behaviours will be informative for compari-
son with our results. Conversely, future work on birds will determine
whether their remote activity is fully determined by gaze or whether,
asinrodents, it can sometimes be unrelated to vision.

Another intriguing connection of our study is to theta oscillations.
Thetaisimportant for several types of temporal coding in the hip-
pocampus. Inrodents, different molecular and morphological classes
of interneurons fire at different phases of theta®. Their timing is essen-
tial for coordinating the firing of excitatory cells and for mechanisms of
synaptic plasticity*®*.. In each theta cycle, the hippocampus switches
between states dominated by external inputs and internal connec-
tions*®. This process may enable the hippocampus to fluctuate between
different functions, such as memory storage during one phase of theta
and memory recall during another phase. These theories of theta are
hard to reconcile with the fact that other species lack or at least have
greatly reduced theta”***°, We demonstrate a potential solution:
temporal patterns of hippocampal activity can instead be paced by
irregular saccades, forming a quasiperiodic oscillation. Animals may
store and recall spatial memories (including food cache memories in
chickadees) during specific phases of the saccadic cycle. This fluctua-
tion could be coordinated by specialized subsets of inhibitory cells,
potentially homologous to the inhibitory cells found in mammals.



Similar to how saccades synchronize hippocampal activity with
incoming visualinformation, theta oscillations can synchronize activ-
ity with active sensory processes, such as whisking, sniffing and step-
ping® 2. Therefore, saccadic modulation and theta might be analogous
processes, each adapted for the sensory behaviours of a particular
animal species. Our results are consistent with those of a study on the
hippocampal local field potential in bats, which is aperiodic®. They
might also be consistent with primate data'>**, although primates
seem toretain some theta oscillations, in addition to saccades. In par-
ticular, monkey recordings have shown differential modulation of
putative excitatory and inhibitory cells during saccades®.

Chickadee data allow us to formulate a general idea about hip-
pocampal function. We suggest that hippocampal activity encodes
the place thatis currently relevant to the animal. For ground-foraging
rodents, this place is usually directly in front of their nose. For highly
visual animals such as birds and primates, this place is usually at a dis-
tant visual target. In both cases, behaviour forces some exceptions:
rodents temporarily attend to distant targets to make navigational
choices, whereas a moving bird might attend to its current location.
Asaresult, bothlocaland remote coding are presentin the hippocam-
pus, although in amounts that vary across species and behavioural
tasks. The strength of our visual foraging task is that it required chicka-
dees to use both types of coding and switch between them at experi-
mentally well-defined moments in time. Our results suggest how the
hippocampus can simultaneously perform local functions, such as
forming a new spatial memory when storing a nut, and remote func-
tions, such as recalling that memory from afar.
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Methods

Subjects

Allanimal procedures were approved by the Columbia University Insti-
tutional Animal Care and Use Committee and performedin accordance
with the guidelines of the US National Institutes of Health. The subjects
were nine adult black-capped chickadees (Poecile atricapillus) collected
from several sites in New York State using federal and state scientific
collection permits. Of these, eight birds (five males and three females)
were used for neural recordings (seven in the random task, three in
the blocked-trial task and three in the all-to-all task), and some birds
were used in multiple tasks. The ninth bird (male) was used to measure
the accuracy of eye tracking. Experiments were conducted blind to
sex because chickadees do not have noticeable sexual dimorphism.
Sex was determined after experiments were completed. During the
experiments, the birds were singly housed on a ‘winter’ light cycle
(9 h:15 hlight:dark). The primary wing feathers were trimmed to prevent
flight.

Head tracking and gaze estimation

To determine whether gaze could be estimated from head movements
alone and to estimate the direction of that gaze, we first conducted
behaviour-only calibration sessions for each bird. During calibration,
thebird satonasingle perch,and both head and eye movements were
measured simultaneously (Fig. 1). For these sessions, we used the same
behavioural arena as for the full task described below, but the floor
was configured with a single perch near a dish of seed fragments to
encourage perchingin one place.

Head position was tracked using an infrared-based motion capture
system (Qualisys Miqus cameras and Qualisys Track Manager soft-
ware) consisting of four specialized infrared cameras recording at
300 frames s™. The motion capture system tracked a three-dimensional
(3D)-printed arrangement (‘rigid body’) of five reflective markers
(3MScotchlite 7610 Reflective Tape) affixed to animplant on the bird’s
head using neodymium magnets and a 3D-printed kinematic mount
(Fig. 1a). We calculated the position of the rigid body in the ‘world’
reference frame anchored by known landmarks in the arena.

Eye position was tracked using a custom dual-camera video-
oculography system based on existing techniques that do not
require the cooperation of the subject for calibration®**”. The video-
oculography system consisted of two cameras positioned 4 cm apart
(Blackfly SBFS-U3-27S5M; Edmund Optics 5987125 mm/F1.4 lens; vis-
ible light-blocking filter) and two infrared light sources positioned
11 cmapart (850 nm; Mouser 416-LST101HO1IR0101). All cameras and
light sources were aimed at the bird sitting on the perch.

Before eye position could be recorded, a three-step process was
used to calibrate the combined head and eye tracking system. First,
we determined the relative positions of the two cameras and their lens
parameters using a chequerboard grid and the MATLAB computer
visiontoolbox (R2021a). This step defined a ‘video-oculography’ refer-
ence frame centred on the optical centre of the first camera. Second,
we determined the positions of the infrared light sources relative to
the video-oculography reference frame by imaging their reflections
in a front surface mirror. The position and orientation of the mirror
plane were determined using a chequerboard affixed to its mirrored
surface. Finally, we aligned the world and video-oculography reference
frames by determining the position of an arrangement of three reflec-
tive markers simultaneously in both systems.

Foreveryframeinwhichtheeyewasvisibleinbothvideo-oculography
cameras, we used a published algorithm* to determine the pixel coor-
dinates of the pupil and the reflections of the two infrared light sources
onthe corneal surface. Using the camera calibration described above,
we converted the two-dimensional pixel coordinates to 3D positionsin
thevideo-oculography reference frame. Finally, we estimated the centre
of corneal curvature using the positions of the two corneal reflections

and the positions of the infrared light sources relative to the eye and
cameras. We defined the position of the eye as the centre of corneal
curvature, and defined the optical axis of the eye as the vector point-
ing from the centre of corneal curvature to the pupil centre. MATLAB
codefor the eye tracking calibrations and analysis is available at https://
github.com/hpay/eyetrack-bird. We applied several quality checks to
discard frames in which the eye tracking failed.

We next defined a‘head’-centred reference frame, which was applied
tothe calibration session and to all experimental sessions. The position
ofthe head (origin) was taken as the midpoint of the two eyes, averaged
across frames. The x axis passed through the two eyes (right positive),
the y axis passed through the midpoint of the two eyes and the tip of
the beak (beak positive) and the zaxis pointed up. We determined the
orientation of the eye relative to the head in this reference frame. In
Fig.1d, we subtracted the mean horizontal and vertical angles of the
eye from each data point to show the range of eye movements from
rest. For the discrete visual search task described below, we used the
mean position and vector of each eye in the head-centred reference
frame to estimate the directions of gaze.

Accuracy of head and eye tracking

Tomeasure the accuracy of head tracking, we mounted the same rigid
body of five markers that we used in the experiments onto amotorized
rotation stage (Physik Instrumente M-660.45). We placed the stage
inside the experimental arena and rotated the rigid body in 1° incre-
ments. For each angle, we measured the average orientation of the
rigid body over 330 ms of tracking data (to match a typical duration of
ahead fixation). We compared this orientation with the actual rotation
ofthe motorized stage (Extended Data Fig. 2b). We also measured the
translational error of eachindividual marker’s position, relative to the
fit of all markers to the rigid body, as provided by the Qualisys Track
Manager software (0.22 mm; mean residual).

Tomeasure theaccuracy of eye tracking, we mounted a recently euth-
anized chickadee onto the motorized rotation stage. We opened one
ofthe eyelids and kept the eye wet with saline. We placed the rotation
stage infront of the video-oculography cameraset-up described above.
Werotated the chickadeein1°increments and used the same analyses
totracktheeyeaswedidinour calibration experiments. We compared
the orientation of the eye with the actual rotation of the motorized
stage (Extended Data Fig. 2c).

Behavioural experiments

All experiments were conducted in an enclosed square arena, with
a central open space of 61 cm on each side, surrounded by a 2.5-cm
boundary interrupted by corner posts. The walls, floor and ceiling
were black, with approximately 15-cm-diameter bright shapes (yellow
circle, pink star, blue pentagon and green tree) positioned on each
walland centred approximately 30 cm above the floor. The arena was
illuminated from above. White noise was played in the background to
maskinadvertent room noise.

Five feeder modules were positioned inthe configurations described
below for each task. Eachmodule consisted of three concentric circles:
a3D-printed perch (50-mm outer diameter, 30-mm inner diameter
and 6.25-mm total height above the arenafloor), surrounding a raised
ring of light-emitting diodes (eight DotStar light-emitting diodes
per ring; Adafruit Industries) mounted on a custom printed circuit
board behind adiffuser (19 mm outer diameter, 13 mminner diameter
and 5.25-mm height above the arena floor) and surrounding a motor-
ized feeder (11.6-mm opening diameter) that dispensed tiny sunflower
seed fragments (approximately 1.5 mg each) fromacup (4-mmdeep).
This arrangement ensured that the bird could not see into the feeder
from a different perch, given a vertical head position of 54 £+ 6 mm
(mean ts.d.; n =58 sessions).

Inthe random and blocked-trial tasks described below, the bird was
encouraged to remain on the paths between the central and outer
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perches by arubber surface restricted to an X shape, with each arm
measuring 7.5 cm in width. The rest of the arena was covered with a
slippery ultra-high-molecular-weight polyethylene surface. For the
all-to-all task, the rubber surface covered the entire arena, but birds
still preferred to hop directly between perches.

To motivate food consumption, birds were deprived of food for1-3 h
fromwaking (at the beginning of the light-on period of the day) until the
start of the experiment. Birds were weighed daily before the experiment
to ensure stable weight. Sessions typically lasted 1 h. Birds typically
underwent three to six habituation sessions, some conducted before
surgery and some afterwards. Wired electrophysiological recordings
began after these sessions. The weight from the implanted recording
deviceand cable was partially offset by a thin strand of fibre extracted
froman elastic string (Linsoir Beads; Crystal String).

Thelightand feeder states were controlled inreal time by the animal’s
behaviour. We tracked behaviour at 300 frames s ' using the reflective
head markers and the calibrated motion capture system described
above. The head marker coordinates were streamed from Qualisys
Track Manager to MATLAB using the software interface QTM Connect
for MATLAB (Qualisys AB). The saved calibrations for each bird were
thenused to determine the head position and gaze vectors for each eye.
Inpreliminary behavioural experiments, we found that birds typically
directed their gaze towards targets along a vector slightly below the
optical axis of the eye (Fig. 1h, left). Therefore, werotated the estimated
gaze vectors for each eye downwards by 5° during real-time track-
ing. The bird’s behaviour controlled the experimental flow using the
MATLAB code, as described in detail below. Finally, MATLAB sent serial
commands to an Arduino Mega to change the light and feeder states.

Inall tasks, seed retrieval was detected when the bird’s beak tip was
within1cm of the centre of the site, increasing to 8 cm when the light
was on but the feeder was closed. During pretraining of uncalibrated
birds, detection occurred when the bird’s head was within 5 cm of the
site. The feeder remained open for a fixed time (7,,,,). We gradually
reduced T, from 20 to1-2 s during pretraining, with the exact value
chosen such that each bird had enough time to make only one beak
poke. After T,,,,, the feeder was closed and the light was turned off.
Feeder opening and closing occurred smoothly over a total duration
of1s.

Inthe random task, five identical sites were arranged in an X shape.
Each outer site was 34 cm from the central site. In this task, every session
started with the central site (‘centre’) illuminated (‘turned on’) and its
feeder open. Next, one of the four outer target sites was pseudoran-
domlyselected asthe rewarded ‘target’site. We ensured that the same
site was never chosen twice in a row, and that each site was chosen a
roughly equal number of times per session. During some pretraining
sessions (Fig. 1g), the target turned on after arandom delay (no more
than 5s). For the remaining experimental sessions, the target only
turned on when the bird was sitting at the centre and gazing towards
thetarget withinathreshold of 10-20° of angular deviation for at least
three time points. The median latency from the time of peak saccade
velocity to the time of light onset was 40 ms (n = 8,973 trials; Fig. 3e),
and the median time to fixation onset was 33 ms. Both eyes could trigger
thetargettoturnon.Ifthebird visited any outer site before triggering
the correcttarget with gaze, the centre turned on and the programme
waited for the bird to return to the centre. The target light turned on
every time the gaze trigger was activated.

After the target site turned on, there were two variants of what
happened next. In the ‘stable’ variant of the task, the target stayed on
until the bird visited the feeder. In the ‘transient’ variant, the target
only remained onwhile gaze was fixated at the target, but it turned on
againwhenthebird approached thesite (within 8 cm). For therandom
task, both task variants were used and pooled because the analyses
did not depend on the state of the light after initial detection. For the
blocked-trial task, all sessions were transient. For the all-to-all task,
whichwas more difficult for the birds tolearn, all sessions were stable.

After the target turned on, the programme waited for the bird to visit
the target and, if the feeder opened, retrieve a seed. The feeder was
opened with a probability chosen manually on the basis of the bird’s
behaviour (50-100%) to maintain motivation and increase the number
of trials. Incorrect site visits were indicated by turning the target off
and the centre on and requiring the bird to visit the centre before the
target turned on again. When the bird successfully retrieved a seed
fromthe target feeder, the target turned off and the centre turned on
(with alow probability of reward, 5-25%). We considered a single trial
to consist of one correct outward dash towards the target and one
inward dash towards the centre. Thus, this task elicited self-paced but
structured centre-out visual search behaviour, with many dashes and
saccades towards the same four outer sites.

The blocked-trial task (Fig. 3f) had anidentical physical arrange-
ment. By contrast to the random task, the target was not chosen ran-
domly but instead was repeated six times in a row. For the first trial
inablock, the target always turned on every time the bird’s gaze was
directed towards the target. To increase the number of trials in each
condition, only the contralateral eye could trigger gaze in this task. (For
birds that were trained on both the random and blocked-trial tasks,
the blocked-trial task was always run after the random task to avoid
introducing any bias in eye usage in the random task). For the second
tosixthtrialsinablock, two of the trials were pseudorandomly chosen
as ‘catch’ trials. During a catch trial, the target remained off the first
time the bird’s gaze was directed at the target. In all subsequent gaze
detections, the target turned on. The catch trials were balanced such
that, over a session, there was nearly an equal number (+1) of catch
trials at each position within a block. In this task, the median latency
from peak saccade velocity to fixation onset was 33 ms, whereas the
median latency to from peak saccade velocity to light onset was 40 ms,
similar to the random task.

The all-to-all task (Extended Data Fig. 3) had five sites arranged in a
pentagon. There was no centre site, and the targets were chosen pseu-
dorandomly inanall-to-all order. Sequences requiring the bird to visit
three adjacent sites in a row were excluded from the pseudorandom
assignment, and target pair counts were balanced within a session.
Incorrect visits were indicated by turning off the current target and
turning on the previous target, requiring the bird toreturnto the previ-
ous site before activating a gaze trigger or feeder opening. Both eyes
could trigger the target to turn on.

Electrophysiological recording

We developed a lightweight system for chronic recording during free
behaviour®. Neural activity was recorded using a 64-channel silicon
neural probe (Cambridge NeuroTech; H5or H6 ASSY-236). A three-part
3D-printed housing system secured the headstage and protected the
probe.

Signals were amplified, multiplexed and digitized at 30,000 Hz using
a custom printed circuit board containing a wire-bonded RHD2164
chip (Intan Technologies). Intan RHX Data Acquisition Software (Intan
Technologies) recorded the neural data simultaneously with the time of
eachvideo frame from the head tracking system and the times of light
or feeder changes from the behavioural control system. Digital signals
were transmitted from the bird toa computer interface board througha
12-conductor SPIcable (Intan Technologies; C3213) and passed through
amotorized commutator (Doric Lenses; AER] 24 HDMI).

To minimize the degradation of neural signals over time, the probe
contacts were left embeddedin asilicone gel covering the brainwhen
notinuse. The probe wasinserted to the desired depth 30 min before
recordingandretracted at the end of each session using an aluminium
nanodrive (Cambridge NeuroTech).

The entire assembly was 1.1 g (0.1 g probe, 0.40 g headstage and
connectors, 0.28 gdrive and 0.32 g housing). The addition of cement
increased the weight by approximately 0.2 g, and the rigid body of
reflective markers added an extra 0.14 g.
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Surgery

Surgery was performed using a two-step procedure, as described in
a previous study?. First,a dummy implant with a removable cap was
affixed to the skull. The bird was allowed to recover, and removable
weights were gradually added. Second, craniotomy was performed,
and the probe was implanted.

During thefirst step, the bird was anaesthetized using 1.5% isoflurane
in oxygen. Feathers were removed from the surgical site, and the bird
was placed in a modified stereotaxic apparatus using ear bars and a
beak clamp. The head was tilted such that the angle of the groove at
the base of the upper mandible of the beak was 65° relative to the hori-
zontal, corresponding to an angle of 30° between the bite bar and the
horizontal. Asilver ground wire (0.005-in. diameter) wasimplanted in
the contralateral hemisphere, posterior and lateral to the hippocampus
and 1 mm below the surface. The location of the probe craniotomy
was marked on the surface of the skull: 3.02-4.05 mm anterior to
lambdaand 0.5-0.73 mm lateral to the midline. Most microdrives were
implanted in the left hippocampus, with two microdrives implanted
intherighthippocampus. The tilt of the head was adjusted so that the
3D-printed base would sit flat on the skull when centred over the crani-
otomy. A short base unit was cemented over the planned craniotomy
(B3M RelyX Unicem). A removable 3D-printed cap was attached to the
base unit. After the surgery, buprenorphine (0.05 mg kg™) was injected
intraperitoneally, and the bird was allowed to recover for 1.5-2 weeks
while weight was monitored. After at least 5 days, al-g weight was added
tothe dummy cap.

During the second step, the bird was anaesthetized as described
above andinjected intraperitoneally with dexamethasone (2 mg kg™).
The cap of the dummy implant was removed, and the remaining base
unit and skull were cleaned with 70% ethanol. A craniotomy and durot-
omy were performed covering al x 1 mm area centred on the coor-
dinates given above. A 3D-printed biocompatible resin insert with a
small central slit (0.4 x 0.1 mm) was inserted into the craniotomy site
sothatit pressed gently on the brain surface and was cemented to the
skull. A silicon probe mounted on a drive was then moved into place
and tilted laterally by 10-15° to target the medial hippocampus. After
checking the insertion of the probe, the space above the craniotomy
was filled with a protective layer of silicone elastomer (Dow Corning
3-4680 Silicone Gel). The probe was advanced to sit in the elastomer,
and the drive was cemented into place. The protective outer housing
and headstage were secured over the probe. The top surface of the outer
housing contained a hole to access the drive screw, and a kinematic
mount composed of two small neodymium magnets and 3D-printed
featurestoallowreliable repositioning of the reflective markers during
behavioural sessions.

Histology

After completion of all experiments for each bird, the silicon probe
was left in place overnight. The bird was given an overdose of keta-
mine and xylazine and was then perfused transcardially with saline
followed by 4% formaldehyde. Brains were extracted and stored in 4%
formaldehyde and then cutinto 100-um-thick coronal sections. Brain
sections were stained with fluorescent 4’,6-diamidino-2-phenylindole
(DAPI). The position of each electrode relative to the boundary
of the hippocampus was estimated by measuring the distance from
the surface of the brain to the lateral ventricle along the electrode
track. This measurement was used to exclude recorded cells thatwere
probably outside the hippocampus.

Spike sorting

Allanalyses were conducted in MATLAB unless otherwise noted. Spike
sorting was conducted using Kilosort v.2.0 (ref. 59). Default settings
were used, except that the high-passfiltering cut-off was set to 300 Hz,
and there was no minimum firing rate for good channels. A total of

25 sessions were manually curated in Phy (Python), including 15 in
the current dataset and ten from previous pilot experiments. During
manual curation, the automatic labels were edited as needed to mark
units as ‘good’, ‘mua’ (multi-unit activity) and ‘noise’. The remaining
55 sessions were automatically curated by applying several criteria.

First, we calculated the spatial extent of each unit along the probe,
as well as the cluster contamination rate determined by Kilosort, and
excluded units that passed a threshold for each.

Second, we identified putative excitatory and inhibitory neurons
by applying a Gaussian mixture model (GMM) to the following four
electrophysiological characteristics (Extended Data Fig. 5): spikerate
(log-transformed), spike width, spike asymmetry and derivative peak-
troughratio. Spike width was calculated as the time from the trough of
the average spike waveform to the subsequent peak. Spike asymmetry
was calculated as the relative height of the two positive peaks flanking
the trough. Derivative peak-trough ratio was the log-transformed ratio
ofthe peak amplitude to the trough amplitude of the waveform deriva-
tive. We fitted the GMM on the manually curated sessions to classify
cellsinto two clusters corresponding to putative excitatory and inhibi-
tory neurons. We then applied the GMM to all sessions and excluded
units that exceeded a distance threshold from either of the two clusters.
A small number of neurons that were intermediate between the two
clusters were labelled as unclassified neurons and were not consid-
ered further. Cells with fewer than 500 spikes were excluded (457 of
3,115 cells). The code to runspike sorting and process results is available
at https://github.com/hpay/spikesort-hp-2025.

Inhibitory neurons were further clustered into two groups on the
basis of their average saccade-aligned activity (Fig.4). The meanfiring
rateswere1.3,14.0 and 7.1 Hzin the putative excitatory, lateinhibitory
and early inhibitory clusters, respectively. The spike widths were 0.51,
0.27 and 0.33 ms, respectively. The peak amplitude asymmetries were
-0.04,0.55and 0.56.

Behavioural analysis

The position and orientation of the head were tracked using the motion
capture system, as described above. The linear head speed was cal-
culated by differentiating the x, y and z positions of the head and cal-
culating the absolute speed as ./ Ax?+ Ay* + Az? /At. The angular head
speed was calculated by measuring the angular difference in the 3D
orientation of the head between adjacent frames and dividingitby At¢.
Both linear and angular speeds were then low-pass filtered using a
Butterworth filter with a cut-off frequency of 25 Hz.

Hidden Markov model. To label the behavioural states, we imple-
mented an HMM based closely on a previous study®’. The HMM pre-
dicted whether the bird was saccading, fixating or feeding at each of
thefivesites, or whether it was dashing between two pairs of sites. The
HMM had a Gaussian observation model, representing the likelihood
of observing the position, orientation and speed of the bird’s head at
each time point given each state. The most probable state was com-
puted using the Viterbi algorithm. The input data consisted of linear
speed, angular speed, head position and head tilt. Head position was
transformed to represent proximity to the sites or lines betweenssites.
The mean parameters of the Gaussian model were fitted iteratively
for each session, whereas the variance parameters were fixed. The
transition probability matrix was fixed.

We refined the HMM output as follows. First, misclassified states
were corrected. Any ‘saccades’ immediately preceding feeding were
combined withthe feeding state. Any ‘saccades’immediately following
a dash were combined with the dash state. Any ‘feeding’ after a dash
was combined with the dash. Second, werefined the end points of the
saccades and dashes. The start and stop times of each saccade were
refined by applying velocity (400°s™) and acceleration (5,000° s2)
thresholds. The stop time of each dash was also refined by applying
velocity (150 mm s™) and acceleration (3,000 mm s) thresholds.
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Sessions with fewer than five dashes or five saccades with each eye to
each outer site were excluded from further analyses. Unless otherwise
noted, allanalyses were conducted on saccades that were immediately
followed by afixation. We used the time of peak saccade velocity as the
alignment point for all analyses (the ‘time of the saccade’).

Analysis of gaze strategies. To calculate the time course of gaze strat-
egies shown in Fig. 1g and Extended Data Fig. 1d, a histogram of head
orientations relative to the target was first calculated for each bird,
and the peak density near the beak and near each eye (averaged across
eyes) was taken as the ideal vector for the frontal and lateral gazes,
respectively. For each saccade in the sequence, we then determined
the angular distance between either frontal gaze or lateral gaze with
either eye and the target of the upcoming dash. Angular distances less
than 20° were counted as ‘hits’, and the probability of a hit for either
frontal or lateral gaze across all saccades was plotted.

Neural analysis

Place and gaze responses. To construct place map examples (Fig. 2c),
weincluded position dataduring dashes plusa+1swindow before and
after each dash. Spatial information was calculated using a range of
delays between spikes and behaviour, and the best offset was chosen.
Thearenafloorwasdivided into 40 x 40 bins in which spike counts and
occupancy time were calculated. The resulting matrices were smoothed
with an 11 x 11-point Hamming window and then divided to yield the
mean firing rate.

The gaze maps (Fig. 2d) included data during gaze fixations made
while at the centre site. Gaze from the specified eye was projected along
the optical axis measured during the calibration session from that bird.
A cone with a radius of 10° was projected on the floor. Spike counts
and occupancy times were calculated, smoothed with a 9 x 9-point
Hamming window and divided to yield the mean firing rate ineach bin.

We quantified the degree of spatial tuning for each neuron for both
place and gaze. We quantified place tuning by calculating the infor-
mation about site identity conveyed by the cell’s firing during dashes
towards each of the four outer sites. We calculated this information
according to:

where /is the information rate in bits per spike, x € {1,2,3,4} is the
site identity, p(x) is the probability that the bird visited site x, A(x) is
the mean firing rate in a £1 s window centred at the end of each dash
to site x, and A = XA(x)p(x) is the overall mean firing rate across all
included time periods®’. A null distribution for each cell was calculated
by shuffling theidentity of the dash targets across trials and recalculat-
ing the spatial information for 200 repetitions. A neuron was consid-
ered asignificant ‘place cell’if the actual spatialinformation exceeded
99% of the samples in the shuffled distribution. The spatialinformation
wasnormalized for each cell by dividing the actual spatial information
by the mean of the shuffled distribution (Fig. 1g).

We applied the same procedure to quantify the degree of gaze tuning
but for spike counts withinawindow from -0.1to +0.3 s from the time
of peak saccade velocity. Only saccades that landed on a target (within
20° of visual angle) and that occurred more than 0.5 s before the start
ofadashwereincluded.

Firing rates were calculated over time by binning spikes at the fre-
quency of the behavioural data acquisition (3.33-ms bins) and apply-
ing either a100-ms or a 30-ms sigma Gaussian filter for dash or gaze
responses, respectively.

Dash responses were summarized across the population (Fig. 2e)
by calculating the average firing rate over time aligned to dashes to
each of the four outer sites for each neuron. The peak of the response
ina+1swindow centred on the dash end was measured for each of the

four sites. Saccade responses were summarized across the population
(Fig. 2f) using a different approach, because the configuration of sites
(separated by 90°) resulted inbehavioural correlations between gazes
witheach eyetoadjacentsites (angle between eyes106 + 5°; mean £ s.d.;
n=8birds). We estimated the separate contributions of ipsiversive
and contraversive gaze to neural firing using a Poisson generalized
linear model. Lasso regression was applied using the MATLAB function
lassoglm with a =1and A = 0.005 to prevent overfitting. The model
was given by:

log(E(yIX)) = p'X

where each element of y is a scalar y, containing the observed spike
count within a window from —-0.1 s before to +0.3 s after the time
of peak saccade velocity for trial i. Each column of X contained the
predictors x;, which are given by:

whereaisavectorrepresenting the angular distance of each site from
each eye’s gaze vector, contralateral (C) or ipsilateral (I) to the site of
recording:

1,23 4_.1,.2,.3_ 4
o=[acacadac a; o o op°]

andrisalength constant equal to45°, determined by fitting the decay
of neural activity across the population as a Gaussian function of
distance.

For the all-to-all task, birds started each trial in a different location,
soplace codesforapreferredsite could contaminate responses during
gaze from that site to other non-preferred sites. To account for this,
we subtracted the baseline activity from both the dash and saccade
responses in this task as follows. The neural response for dashes was
calculated asthe meanresponseina+0.5 s window centred on the dash
end, minus the meanresponse from-2to-1s. The neural response for
saccades was calculated as the meanresponseina 0 to +0.3 s window
aligned to the saccade minus the mean response from -1to -0.2s.
Responses below zero were included in the analysis, but the colour
plotswere cropped at zero. Allincluded cells had at least four saccades
and four dashes for every source-target pair (20 total permutations).

We determined the selectivity of each cell for place or gaze at asingle
site by comparing responses for the preferred site to the next most
preferredsite. Responses for dash and gaze (either peak rates for dash
or model coefficients for gaze) were first normalized by dividing by
the response for the preferred site. A selectivity index was calculated
as follows:

Letlecc=nR= 1>

wherer;is the normalized response for the site with the largest response,
and r, is the response for the site with the second largest response.

In Fig. 3c,d, cells are sorted by their difference in firing during the
early and late responses relative to head saccades. To define the early
and late responses, we calculated the mean firing aligned to saccades
for each cell. We then averaged these responses across all excita-
tory cells with strong selectivity (greater than 0.5) of both place and
gaze responses for the same target and found two peaks in the aver-
age response (Fig. 4c, blue). For each cell, we found the peak firing
rate within a +50 ms window centred around each of the two peaks.
Cells were sorted on the basis of the difference in peak rate during
these two windows.

Analysis of interneuron firing. We categorized the pattern of interneu-
ron firing by first calculating the mean firing rate for each cell across
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all saccades. Interneurons had some selectivity but were generally
active forall saccade targets. We then performed a Hilbert transformon
the meanfiring rate and stored the instantaneous phase of the response
at 187 ms after the saccade peak (the time of peak firing in excitatory
cells; Fig. 4c). We performed circular k-means clustering on theinstan-
taneous phases to classify interneurons into two groups.

Statistical analysis
All confidence intervals given in the text and figures are the mean +
s.e.m., unless otherwise specified.

Reporting summary
Furtherinformation onresearch designisavailablein the Nature Port-
folio Reporting Summary linked to this article.

Data availability
Data are available at https://doi.org/10.5061/dryad.tqjq2bw9n.

Code availability
Example codeis available at https://doi.org/10.5061/dryad.tqjq2bw9n.
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Extended DataFig.1|Properties ofhead movementsin chickadees.

(a) Head saccade durations for an example session. (b) Relationship between
angular distance travelled by the head and the peak angular speed during head
saccades for the same session. (c) Relationship between distance travelled

and saccade duration. Both (b) and (c) show strong correlations, illustrating
similarities to the eye saccade main sequence in primates®. (d) Time courses of
thetwo gaze strategies (orange: lateral; black: frontal). Eachline represents
onebird. DataareshownasinFig.1g, but for all 7 birds recorded in the X-shaped
arena, averaged acrosssessions. (e) Distribution of saccade angular distances
forsaccades thatsuccessfully land on an unrewarded target site, as well as for
the preceding and following saccades. Gazes thatland on thetarget are produced
by smaller saccades (mediansaccade distance 38.7° for the saccade to the
target, 47.8° preceding saccade, 46.0° next saccade; saccade totargetvs.
previousand next, p =0.0004 and 0.0009, two sided t-tests conducted on the
mediandistances for each bird, n=7birdsrecordedinthe X-shaped arena). This
implies that gaze locations that precede successful target hits are, on average,
slightly closer to the target than other gaze locations. (f) Number of saccades
required by birdsin the Blocked trial task to find the correct target. Eachline
representsonebird, errorbarsindicate mean+S.E.M. across the medians for
eachsession (n=8,13, 6 sessions for the three birds from top tobottom).
Chickadeestake longerto find the target on the first trial (when they have
noinformation about which targetis rewarded) than on subsequent trials
(p=0.007,0.006,4 x10-8, two-sided t-test conducted separately for each
bird). Note that when shifting gaze from one target to another, birds often
make several intermediate saccades at other pointsin the environment.
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Extended DataFig.2|Eye tracking method and properties of eye movements
inchickadees. (a) Video-oculography using twoinfrared light sources. The
chickadeeis perched close to two cameras, which acquire video frames from
slightly different angles (top). The pupil (yellow) and the corneal reflections of
thetwolightsources (red) are detected in the videos. Head tracking is conducted
simultaneously using anarray of infrared reflective markers attached to the
bird’simplant (not shown). (b) Accuracy of head tracking: 0.046° root-mean-
squared error (RMSE). Red dots: measurement; Black line: unity line. (c) Accuracy
ofeyetracking:1.78° RMSE measured across fixations,1.79° measured across
individual frames. Dots: individual fixations. (d) Position of the eye (dots) and
the orientation of the optical axis (lines) relative to the head. Projections onto
the horizontal axis are shown. Gray:individual video frames for asingle
calibrationexperiment. Blue: average across frames. (e) Orientation of the
optical axisacross all birds (black symbols) and the average across birds
(redsymbols). (f) Angular displacement of the head and the eye during head
saccades. Symbolsindicate medians for each bird; lines indicate 25th and 75th
percentiles (n =4341-144521 head saccades perbird, n=8-55eye saccades
perbird).
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Extended DataFig. 3 | Histological analysis of recording locations.
(a) Coronalsectionofatypicalrecordinglocationin the hippocampus,
showing the track of the recording probe. The sectionis labeled with DAPI,
which clearly delineates the lower-density hippocampus from the higher-
density dorsolateral region (DL) thatis directly lateral to the hippocampus.

(b-d) Locations of allrecorded cells registered to a3D model of the chickadee

w

Ventral (mm)

Lateral (mm) Right

Left

brain constructed using data from®. Colored symbols: cells included in the paper,
blacklines:electrodetracks. Track locations were confirmed histologically for
8/14 probetracks, yielding 2504/2658 cellsin the X-shaped tasks and 351/361

cellsintheall-to-all task (note that 5/9 birds were implanted with two-shank
silicon probes). Thelocations of the remaining cells were estimated from
stereotaxic coordinates. Lambdaislocated at O mminthe displayed
coordinate axes.
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Extended DataFig.4 | Comparison of place and gaze coding across tasks.
(a-b) Place and gaze coding, shown asin Fig. 2e,f, but only for cellsrecorded
inthe Random task, where the location of the rewarded target was chosen
randomly oneachtrial. Eachrowis separately normalized from O (blue) to the
maximum (yellow). (c-d) Same, but only for cells recorded in the Blocked-trial
task, where the same rewarded target was repeated for six trialsinarow.
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Extended DataFig. 5|Place codingis not explained by simple visual
responses. (a-b) Saccade-aligned firing rates averaged across cells, when the
birdislocated at one of the corner target sites, but gazing elsewhere in the
environment. Included are cells with place and gaze selectivity (>0.5) for one
ofthesites. Foreachcell, firing rates are plotted for trials when the bird is at
that cell’s preferred site and when the bird is at the opposite site. Saccades are
grouped accordingto the azimuthal direction the bird is facing. To eliminate
saccadesinwhich thebird is gazing down at the feeder, saccades are only
includedifthe elevation of gaze is within +30° elevation from the average
vector of gaze at targets within each session (average elevation -9°across
sessions). The direction of gazeis given by the contralateral eye.Inall cases,
cellsremainselective for the bird’slocation at their preferred site. Error bars
indicate mean +S.E.M. across cells. (c-d) Same as (a-b), but saccades are

Site onlyl

Both

grouped according to whether theindicator lightis on or already turned off.
Although cellsrespond more strongly when the lightis on at their preferred
site, thisresponse does not explain their site preference. (e-f) Same as (a-b), but
saccadesare grouped accordingto the time after the bird’s arrival at the target
site. Elapsed time does not explain the site preference. (g) Results of ageneralized
linear model that evaluated each cell’s tuning for gaze location and the state of
theviewed light cue (on or off). For each saccade, we counted spikes from -100
to+300 ms, and for each cellused the MATLAB function fitglme with alog link
function and Poisson distribution. Very few cells (5.2%,131/2524 with astatistical
threshold of p=0.05, two-sided log-likelihood ratio test) were tuned to the
indicator light withoutalso being location-tuned. (h) Same as (g), but for the
278cellsthathad place and gaze selectivity of >0.5. Only one cell was significantly
light-tuned without also being location-tuned.
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Extended DataFig. 6 | Distribution of place fieldsin the arena. (a) Example
place maps for neurons that had firing fields at various locations along the path
of the bird. Inorder to match the conventional way place cells are analyzedin
theliterature, spikes are not shifted by the optimal time lag for each neuron.
Otherwise, the maps are plotted as in Fig. 1c. (b) Distribution of place field
locations for all place cells (left) and only cells with place and gaze selectivity
>0.5 (right). Placefield location was defined as the location of the maximum
firingrateforeach cell. The firstand last bin of the histogram are over-
represented because the maximum was measured ona truncated segment of
thearenabetweenthe central site and the target. Although more cells have
place fields closer to the target than to the center, there are many cells with
place fields far from the target that have significant gaze coding (right).
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Extended DataFig.7|All-to-all task to disambiguate gaze target from the
bird’slocation. (a) Activity in the All-to-all task, where the chickadee was
located at one of five sites and gazing at one of the other sites. After this visual
searchperiod, the chickadee dashed directly from onessite to another. The
location of the bird prior to the dash was the “source”, while the target of gaze
and the endpoint of the dash was the “target”. Activity of each cellis shown
during dashes (“Place”, left) and during gaze fixations (“Gaze”, right). Firing
rates are calculated as afunction of either the target site (top) or the source site
(bottom).Included are cells with place and gaze selectivity (>0.67), either
forthetarget orthesource, and with baseline-subtracted response > 0.5 Hz.
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Eachrowis normalized from O (blue) to maximum (yellow) across target and
source measurements, separately for place and gaze. (b) Correlation of the
tuning curves for place and gaze (i.e. the rows of the matricesin (a)). Top:
correlation of target tuning curves; bottom: correlation of source tuning
curves.Inbothcases, correlations for actual data are higher than for ashuffled
distribution, inwhich cellidentities were scrambled. (c) Comparison of selectivity
fortargetand forsource.Selectivity for eachneuron was measured by subtracting
themean of the five valuesinits tuning curve from the maximum of those five
values. For both place (left) and gaze (right), selectivity is higher for the target
than for the source.
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Extended DataFig. 8| Early peak during gaze fixations partly predicts the
upcominggaze. (a) Coefficients of alinear mixed effects model that fit the early
response (at +17 msrelative to saccade peak) as afunction of eight behavioral
variables (fixed effects), and allowed the intercept to vary for each cell (random
effect). Four of the variables accounted for the gaze fixation preceding the
saccade, and the other four accounted for the gaze fixation following the
saccade. For the previous and next fixation, variables included the horizontal
and vertical deviations from the target (which could be positive or negative), as
wellas the squared values of these deviations. Included are cells with place and
gazeselectivity >0.5(n =278 cells). Asterisks indicate significant coefficients
(p<10~°forall, p-value for the t-statistic of the hypothesis that the corresponding
coefficientis different from zero, returned by MATLAB function fitlme.

We then adjusted each p-value for multiple comparisons using a Bonferroni
correction). Error barsindicate 95% confidence intervals for the coefficient

estimates. Thekey conclusionis that the early response depended onthelocation
of the next fixation. (b) Same as Fig. 3h, but only including trials where the
previous fixation was 30-40° from the preferred target. Note that the early
responsestill depends onthe bird’s expectation of the light turning on, even
though the previous fixationis clampedin the same narrow range of angles for
all conditions. Due to the small subset of trials, the number of included cells is
now smaller thaninFig.3h (n=387,377,and 364 cells for the black, blue, and
pinktraces). (c) Coefficients of amodel that fit the early responsein the Blocked-
trialtask and included variables for whether the chickadee should expect the
lighttoturnoninthetrial, separately for catch and non-catch trials. Inboth
cases, coefficients corresponding to these variables were significantly non-zero
(*indicates p < 0.05, calculated asin panel (a)), indicating that the early response
predicted whether the light would turn on. For (c), included cells were the same
asinFig.3h(n=402cells).
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Extended DataFig. 9| Classification of cell typesin the chickadee

hippocampus. (a) All recorded units plotted according to their mean firing

rateacross the sessionand two features of spike waveforms shownin the
diagram. These measurements separate putative excitatory (pink) from

putative inhibitory (blue and teal) cells. Inhibitory cells are further classified
by their responses during saccades (Fig. 4) into Peak (blue) and Trough (teal)
types; these types show some systematic differencesin firing rate and spike
waveforms. (b) Average spike waveforms of three example cells, one fromeach

ofthe categories shownin (a).
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